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Passive radar imaging by filling gaps between ISDB
digital TV channels
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Abstract—Integrated Services Digital Broadcasting-Terrestrial/
Satellite (ISDB-T/S) signal used in Japan as the digital television
broadcasting standard is exploited in this paper for passive
bistatic radar two-dimensional (2D) imaging of stationary targets.
A multi-functional system is developed with commercial-off-the-
shelf antennas, low noise block down-converters (LNBs), and
amplifiers. Several practical issues of using ISDB-T/S signals for
imaging are highlighted. Ambiguity function analysis, accurate
time delay estimation, inverse filtering, and local frequency
correction are carried out. Multiple TV channels are combined
to improve the range resolution. In order to reduce the artifacts
caused by the frequency gaps among multiple TV channels,
two low rank matrix completion (MC) based algorithms are
proposed. Experiment results with different targets validate the
performance of the designed system and the proposed algorithms.

Index Terms—Passive Bistatic Radar, Low Rank Matrix
Completion, Integrated Services Digital Broadcasting, Two-
dimensional Imaging.

I. INTRODUCTION

Nowadays, broadcasting signal, communication signal, and
navigation signal are used for passive bistatic radar (PBR)
applications with an increasing interest [1]–[3]. By using ex-
isting non-cooperative illuminators without a dedicated radar
transmitter, PBR can achieve several attractive advantages
over active radar: smaller vulnerability, no need for frequency
allocations, and lower cost. Various signals, such as FM radio,
GSM, DAB, DVB-T/S, and Wi-Fi, have been researched to
validate their performances for different applications: moving
target range-Doppler mapping, synthetic aperture radar (SAR)
imaging, inverse SAR (ISAR) imaging, through the wall target
detection, direction finding, displacement estimation, and co-
herent change detection [4]–[10]. For passive radar, frequency
bandwidth is one of the important considered properties of
the employed signal for high range resolution requirement.
Among different non-cooperative commercial signal sources,
Wi-Fi signal may have the widest bandwidth: the second
generation IEEE 802.11ac standard Wi-Fi signal may have a
160 MHz bandwidth [11], providing a maximal bistatic range
resolution of 1.875 m. However, the low power (and thus small
coverage area) of Wi-Fi communication limits it for short-
range applications [12]. Digital television (TV) broadcasting
signal has a narrower bandwidth than Wi-Fi but has a larger
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coverage capacity and a more continuous emission, while its
bandwidth is also wider than some other signals (such as FM,
GSM, and GPS). Therefore, digital TV signal is widely applied
to airborne passive bistatic SAR imaging [13] , air/coastal
moving target imaging [14], [15], and ISAR imaging [16] to
achieve the desired range resolution.

Currently, for terrestrial digital TV signal, four standards are
mainly used in the world, including ATSC standard in USA,
DVB-T standard in Europe, DTMB standard in China, and
Integrated Services Digital Broadcasting-Terrestrial (ISDB-T)
standard in Japan (which is the focus of this paper). For passive
radar applications, DVB-T and DVB-T2 standards have been
extensively researched and applied [17]–[19]. DTMB and
ISDB-T standards have been employed in recent years [20]–
[22]. Reference signal reconstruction, direct path interference
and multipath signal suppression, ambiguity function sidelobe
reduction, multiple-channel system construction, and polariza-
tion diversity investigation are the key techniques for passive
radar imaging. As to passive radar using satellite digital TV
signal, DVB-S and DVB-S2 signals at Ku band (typically
from 10 GHz to 12 GHz, much higher than the UHF band
terrestrial signal which is typically from 400 MHz to 800
MHz) have shown great potentials [16], [23]. Compared to
terrestrial digital TV signal, satellite digital TV signal can
illuminate a larger area, give a higher range resolution (the
typical bandwidth of one TV channel for terrestrial signal is
6 MHz, while for satellite signal it can reach 30 MHz), and
provide a clearer reference signal. However, the power density
of the satellite signal at the earth surface is normally much
lower than the terrestrial signal, resulting in a lower signal to
noise ratio (SNR) and a shorter detection range. Therefore,
a more complex system should be designed for passive radar
imaging.

In Japan, ISDB [24] is used as the digital TV broad-
casting standard. Some passive radar studies adopting ISDB-
Terrestrial (ISDB-T) signal for moving target detection have
been conducted [20], [22], [25], while 2D imaging of sta-
tionary targets has not been well studied [26] and the ISDB-
Satellite (ISDB-S) signal has not been considered. In this
paper, we present our recent research work on PBR with
ISDB-T/S signals at UHF and Ku bands for 2D imaging of
stationary targets. We have developed a PBR system based
on commercial-off-the-shelf (COTS) components, including
antennas, low noise block down-converter (LNBs), and ampli-
fiers. The data sampling is performed by a digital oscilloscope
and the antennas are mounted on a rail to form a synthetic
aperture for high cross-range resolution. We highlight several
practical issues of using ISDB-T/S signals and these COTS
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components, especially the importance of the application of
inverse filtering, and the frequency difference correction be-
tween different LNBs to increase the integration time for SNR
improvement. With this system, we have conducted time delay
estimation and 2D range-azimuth imaging of short-range and
far-range targets.

Conventionally, to increase the range resolution of PBR,
multiple frequency bands of the adopted non-cooperative
signal are combined [27]–[30]. For example, an appropriate
coherent combination of the Galileo E5a and E5b signals is
conducted in [27], and multiple channels of DVB-T signals are
used in [28] to generate a higher range resolution than a single
DVB-T channel. However, to reduce the cross-channel inter-
ference and guarantee the high-quality signal transmission,
different TV channels are separated by frequency gaps [29],
which will generate artifacts in the range compression result.
The high-level artifacts of strong targets may make weaker
target detection difficult. Therefore, researchers have proposed
some advanced signal processing algorithms to fill these gaps
to suppress the artifacts. For example, a Super Spatially Variant
Apodization (Super-SVA) based method and a compressive
sensing based method are proposed in [28] and [29], respec-
tively. When using ISDB-T/S signal in our research, to obtain
a sufficient bandwidth for high range resolution, multiple
TV channels are also combined. For ISDB-S signal, we will
demonstrate the usefulness of the Super-SVA algorithm for
frequency gap filling. However, for ISDB-T signal broadcast
in Sendai, Japan, the frequency gaps of different channels
are larger than the useful signal bandwidth, making the basic
assumption of Super-SVA based algorithm unsatisfied. For
compressive sensing based algorithm, it is required to design a
sparsifying dictionary, and the off-grid problem will degrade
the performance when some sparse recovery algorithms are
used [31], [32]. Specifically, for radar imaging, the sparsifying
dictionary is normally a discrete Fourier transform matrix, as
indicated by [31], the off-grid targets will make the sparse
signal into an incompressible one. Therefore, to fill the gaps of
ISDB-T signal, we propose two low rank matrix completion
(MC) [33]–[35] based methods in this paper. The proposed
MC based methods recover the frequency domain gapped
signals, rather than obtain the range-compressed profiles or
2D focused image directly by compressive sensing based
method. After gapped signal reconstruction, Fourier transform
is performed to get the range compressed profiles or 2D
focused image. Different from the compressive sensing based
method, a sparsifying dictionary is not required.

To summarize, the key contributions of this paper are as
follows: (1) a PBR system using COTS hardware is developed
by using ISDB-T signal and ISDB-S signal for 2D stationary
target imaging. Several practical issues of the signal processing
procedure are highlighted; (2) two effective algorithms to fill
frequency gaps among multiple TV channels based on the
low-rank property of the received signal are proposed and
validated; (3) Experiment results with different targets at short-
range and far-range are presented to verify the feasibility of
the designed system and the proposed algorithms.

The remainder of this paper is organized as follows. In
Section II, ISDB-T and ISDB-S signals are briefly introduced.

Their spectra and ambiguity functions are shown by using the
real-sampled data. In Section III, the designed PBR system is
presented. Then, as the first study step, time delay estimation
experiment is conducted. The effectiveness of using an inverse
filter and how to correct the local oscillator difference between
different COTS LNBs are also presented. In Section IV,
MC based algorithms are proposed for frequency gap filling.
The proposed algorithm is validated by the 1D time delay
estimation and 2D target imaging experiments. Finally, section
V concludes this paper.

II. ISDB-T AND ISDB-S OVERVIEW

ISDB is the set of digital broadcasting standards intended
to provide audio, video and multimedia services. It has three
kinds of systems, ISDB-S (Satellite), ISDB-T (Terrestrial), and
ISDB-C (Cable). In this research, we are using ISDB-T (UHF
band) and ISDB-S (Ku band) for PBR studies. In this Section,
the basis of ISDB-T and ISDB-S is briefly introduced.

A. ISDB-T

The ISDB-T system can provide reliable high-quality video,
sound, and data broadcasting for fixed and mobile receivers
[36]. Three transmission modes are available for the use of a
wide range of transmitting frequencies, and the transmission
mode 3 with 6 MHz bandwidth and 5617 active carriers is used
in Japan. Band segmented transmission-orthogonal frequency
division multiplexing (BST-OFDM), which consists of a set of
common basic frequency blocks called BST-Segments, is used
as the modulation scheme for ISDB-T signal. The transmission
parameters may be individually set for each segment, making
for flexible channel composition. One ISDB-T symbol consists
of 13 OFDM segments, and each segment occupies 6/14 MHz
= 428.6 kHz bandwidth. When 13 active segments are used,
the total useful bandwidth can be 5.57 MHz.

Fig. 1. Three TV towers located 3.3 km from our laboratory broadcast in
the Sendai (Japan) area. Background map: Google Maps.

In Sendai (Japan), six digital TV channels are broadcast
by three TV towers (see Fig.1) using horizontal polarization.
The assigned frequency is from 470 MHz to 570 MHz (see
Fig. 2). Four channels are emitted from the same TV tower,
while the other two channels are emitted from different ones,
as indicated by the rectangles in Fig. 2. In this research,
we only use three channels (473, 497, and 509 MHz), since
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Fig. 2. Spectrum of ISDB-T signal in Sendai. OX and MMT are broadcast
by different TV towers from the other four channels.

having all emitters at a same place can simplify the bistatic
geometry of the experiments and their frequency gaps are not
too large to handle with. Combining different TV channels
from different TV towers for target locating application is
under consideration. For PBR, range resolution is defined as

∆r = c/[2B cos(β/2)] (1)

where c is the speed of light, B is the signal bandwidth, and
β is the bistatic angle. As we are using three ISDB-T TV
channels, the total bandwidth can reach about 42 MHz, giving
a maximal range resolution ∆rmax = 3.57m when β = 0.

Besides the range resolution, another property of ISDB-T
signal that should be considered is its ambiguity function, as
defined by (2), which describes not only its ambiguity but also
its clutter suppression performance.

χ(τ, fd) =

∫ Tint

0

sref (t)s∗ref (t− τ)e−j2πfdtdt (2)

where sref (t) is the received reference signal, (·)∗ denotes
the complex conjugate, χ(τ, fd) is the range-Doppler map of
targets, τ and fd are the expected time delay and Doppler
frequency of the target, and Tint is the integration time. Since
we are focusing on stationary target imaging, we will use fd =
0 in this paper. Fig. 3 shows the ambiguity function of the
real sampled ISDB-T signal with an integration time of 10
µs. It can be seen that, although the range resolution matches
the calculation of (1), the signal structure and frequency gaps
among three channels cause high-level artifacts, which should
be suppressed for a better range compression.

B. ISDB-S

Japan began digital broadcasting using a communication
satellite (CS) on the geostationary orbit of 128 degree east
longitude (CS 128◦E) with Digital Video Broadcasting- Satel-
lite (DVB-S) standard. Now, digital broadcasting with broad-
casting satellite (BS) and CS on the geostationary orbit of 110
degree east longitude (BS/CS 110◦E) is using ISDB-S standard
[37]. Compared with DVB-S, ISDB-S adopts the Trellis coded
8-phase shift keying modulation, enabling the broadcasting of
two high-quality programs with one transponder.

The frequency transfer function of ISDB-S is a raised cosine
roll-off filter with a roll-off factor of 0.35. The data rate is
typically 52.2 Mbit/s in one transmission channel that has

Fig. 3. Ambiguity function of three ISDB-T TV channels with an integration
time of 10 µs. The bottom sub-figure is the zoomed version of top sub-figure.

Fig. 4. Covered area of CS satellite with different Equivalent Isotropically
Radiated Powers (EIRPs), provided by LyngSat website.

a frequency bandwidth of 34.5 MHz. As to the transmitted
waves, both BS and CS use a right-hand circular polarization.
However, from the end of 2018, left-hand circular polariza-
tion will also be applied by BS and CS for higher-quality
TV program transmission. Compared with broadcasting with
ISDB-T, which can only provide services for a local region,
broadcasting with ISDB-S can cover the whole country of
Japan, as shown in Fig. 4. For the operating frequency, BS
satellite is using 11.7 to 12.2 GHz band and CS satellite is
using 12.2 to 12.75 GHz band. With a 10.678 GHz local
oscillation frequency of the LNB, the spectrum of real-sampled
BS and CS signals is shown in Fig. 5. As we can see, BS and
CS bands all have about 475.5 MHz bandwidth. However,
channel 7 and 17 in BS band are missing, since they are used
for 4K transmission test. Therefore, in this paper, we will only
adopt CS signal for PBR studies.

For ISDB-S CS signal, the frequency bandwidth can reach
474.5 MHz by combining 12 channels, resulting in a maximal
range resolution 0.32 m, much higher than the ISDB-T signal.
The ambiguity function of CS signal is shown in Fig. 6, from
which we can learn that high-level artifacts around the zero
time delay are produced by the signal structure and frequency
gaps. Because the received ISDB-S signal has much less
multipath influence than the ISDB-T signal, it can also be
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Fig. 5. Spectrum of ISDB-S signal in Japan. BS and CS are broadcast by
different satellites. The local oscillation frequency of LNB is 10.678 GHz.

Fig. 6. Ambiguity function of CS ISDB-S signal with an integration time
of 10 µs. The bottom sub-figure is the zoomed version of top sub-figure.

seen that Fig. 6 has a higher SNR than Fig. 3.

III. DESIGNED PBR SYSTEM

A. System architecture

For PBR, two parallel receiving channels (reference and
surveillance) are inherently needed. Figure 7 presents the block
diagram of the developed PBR system using ISDB-T/S signals.

Fig. 7. Block diagram of the designed PBR system.

In our study, two 18-element Yagi-Uda antennas (reference
and surveillance) will be used for ISDB-T based experiments,
and two 45-cm parabolic antennas will be used for ISDB-
S based experiments. We note that, for target imaging, only
the feed-horn of the surveillance parabolic antenna is used to
increase the beam-width, which will be presented in Section
IV. The LNBs with a local frequency of 10.678 GHz (working
frequency 11.71 to 12.75 GHz, output frequency 1032 to 2072

MHz, right-hand circular polarization, gain 53 dB, and noise
figure 0.45 dB) are not necessary for the ISDB-T setup, and
since two LNBs have different local oscillators (LO1 and
LO2), phase drift occurs, which will reduce the coherence of
two receiving channels and thus should be corrected.

Two COTS BS/110◦CS/UHF boosters are used to further
amplify the received signal. Their working frequency is from
10 to 2600 MHz, the gain for UHF is from 30 to 36 dB
adjustable, and the gain for BS/CS is from 26 to 34 dB
adjustable. After booster, the signal flow will pass a second
down-converter (including a common local signal generator,
two frequency mixers, and two low pass filters) to lighten the
sampling burden. However, we note that, in this paper, since
we are using a digital storage oscilloscope (maximum sam-
pling frequency 20 GHz, memory 16 MB, and four channels
can be used at the same time) to sample, save and transfer
the dataset, this second down-converter is also not necessary
currently but will be used in the next step when an Ettus
Research universal software radio peripheral (USRP) is ready.
Finally, the sampled data of the oscilloscope will be transferred
to a local PC, which is also used to control the programmable
positioner to scan the antennas with a fix step in horizontal
and/or vertical directions, for off-line signal processing, in-
cluding phase drift correction, inverse filtering, frequency gap
filling, range compression, and azimuth focusing.

B. Time delay estimation

As the first research stage, we test the capability of the
designed PBR system using ISDB-T/S as illumination sources
for passive radar imaging by conducting time delay estimation
experiments. In these experiments, reference and surveillance
antennas are both facing towards the TV tower or CS satellite
(35.3◦ elevation angle and 224◦ azimuth angle). The reference
antenna is stationary, while the surveillance antenna is moved
along a base line, as shown in Fig 8.

Fig. 8. Time delay estimation experiments with (top) ISDB-T signal and
(bottom) ISDB-S signal.
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Without considering the multipath echoes, the signal re-
ceived by the reference antenna can be expressed as

sref (t) = Arefs0(t− tref ) + nref (t) (3)

where s0(t) is the transmitted signal, Aref is the complex
amplitude, tref denotes the transmission time from the TV
tower/satellite to the reference antenna, and nref (t) denotes
additive noise. Similarly, the surveillance signal is given by

ssur(t) = Asurs0(t− tsur) + nsur(t) (4)

where Asur is the amplitude of the received signal with time
delay tsur and nsur(t) is additive noise. The classical way to
estimate the time delay between two antennas, i.e. to get the
range compression result, is to calculate their cross-correlation
function, expressed as

χ(τ) =

∫ Tint

0

ssur(t)s
∗
ref (t− τ)dt (5)

Cross-correlation processing can be conducted by imple-
menting fast Fourier transform (FFT), resulting in

χ = ΦHs(f) = ΦH [ssur(f)� sref (f)∗] (6)

where Φ is Fourier transform matrix, � denotes the element-
wise multiplication, (·)H denotes the conjugate transpose, f is
the frequency vector, sref (f) and ssur(f) are the frequency
domain signals of reference and surveillance channels.

Time delay estimation results obtained by (6) are shown in
Fig. 9 for several different distances between two antennas.
It is observed that, although the time delay can be accurately
estimated, due to the signal structure of the ISDB-T/S signals
and the frequency gaps between used channels, the time delay
estimation results have high-level artifacts (visible at about 25
m for the ISDB-T signal, 7.5 m and 15 m for the ISDB-
S signal). When applied to 2D target imaging, the high-
level artifacts of strong targets will make the weaker targets
undetectable. Therefore, these artifacts should be suppressed.
Besides, it can also be noticed that, compared with ISDB-
S results, ISDB-T estimation has more artifacts, which is
caused by the multipath signals in the ISDB-T received signal
while the ISDB-S signal will be much cleaner, as mentioned
previously in Section II.

C. Inverse filter and local frequency correction

Since ISDB-T/S is used for communication purpose, their
waveforms are not designed for radar application. Therefore,
due to spectrum properties, pilot signals, and guard intervals,
high-level artifacts will be produced by cross-correlation pro-
cessing, as shown in the previous sub-Section. These artifacts
cannot be suppressed by the classical amplitude windowing
methods. A simple method to solve this problem is to use an
inverse filter to avoid the influence of the signal structure of
ISDB-T/S. Considering the ideal case, where the frequency
domain signals sref (f) and ssur(f) statisfy (assuming α =
Asurv/Aref )

ssur(f) = αe−j2πf(tsur−tref ) � sref (f) (7)

Fig. 9. Estimated time delays between two antennas. Top: ISDB-T with
four different distances (0m, 2m, 3m, and 4m). Bottom: ISDB-S with four
different distances (0m, 0.5m, 1m, and 1.5m). Integration time is 10 µs.

Eq. (6) can be rewritten as

χ = ΦHs(f) = ΦH [αe−j2πf(tsur−tref ) � |sref (f)|2] (8)

Thus, an inverse filter can be constructed as follows to
reduce the influence of the signal properties of ISDB-T/S.

χ′ = ΦHs′(f) = ΦH [ssur(f)� sref (f)∗/|sref (f)|2] (9)

With same datasets for Fig. 9, time delay estimation results
obtained by using an inverse filter are shown in Fig. 10. It can
be observed that the artifacts can be effectively mitigated by
the inverse filter, especially in the ISDB-S based cases. For
the ISDB-T based experiments, the usefulness of inverse filter
is not so obvious, which is caused by the larger frequency
gaps and the stronger multipath influences. We will propose
an MC based frequency gap filling method to further improve
its quality in the next Section.

Fig. 10. Estimated time delays between two antennas using an inverse filter.
Top: ISDB-T signal. Bottom: ISDB-S signal. Integration time is 10 µs.

Although time delay estimation results of ISDB-S signal
seem promising as shown in Fig. 9 and Fig. 10, in the real case,
the SNR of signals reflected by targets will be much lower
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than the direct signal. To increase the SNR, a natural idea is to
increase the integration time. However, two COTS LNBs have
different local oscillators, resulting in slightly different local
frequencies for reference and surveillance channels. Then, if a
longer integration time is used, the SNR will not be increased
but be reduced because two channels are no longer coherent, as
shown in Fig. 11 with a 100 µs integration time in comparison
with Fig. 10 with a 10 µs integration time.

Fig. 11. Estimated delays of ISDB-S signal with a 100 µs integration time.

To solve this problem, coarse correction of the phase drift
can be conducted by:

1) Divide the full-length (Tint = UT ) signal to U short-
length (T ) subsets, within which the phase difference
can be assumed to be constant, i.e. f0t, where t =
[0, T, ..., (U − 1)T ] and f0 is the local oscillation fre-
quency difference between two LNBs.

2) Do cross-correlation between two co-located reference
and surveillance antennas and obtain the phase of peak
in each subset, which gives e−j2πf0t.

3) Finally, do Fourier transform of the peak phases, provid-
ing us with f0.

Fig. 12. (Left) phase drift caused by the frequency difference of two LNBs
and (Right) frequency difference estimated by Fourier transform.

The phase drift and estimated frequency difference are
shown in Fig. 12. The estimated frequency difference is about
22.48 kHz, within the range provided by the manual from
the LNB manufacturer. We note that a trade-off should be
made to balance the SNR of each subset and the unambiguous
frequency determined by T . If T is too small, the phase of
peak in each subset cannot be estimated accurately. If T is too
big, the assumption of constant phase in each subset will not
be satisfied and the unambiguous frequency will be too small
to estimate the real frequency difference. In this paper, we set
T = 1 µs, giving a maximal unambiguous frequency 500 kHz,
which works properly, as shown in Fig. 13. We should also
notice from Fig. 13 that, because of the frequency gaps among
ISDB-S channels, high-level artifacts appear, as indicated by

the arrows in Fig. 13. When using a 10 µs integration time,
these artifacts are not obvious but hidden by the noise because
of the lower SNR.

Fig. 13. Estimated time delay between two co-located antennas using ISDB-S
signal with different integration time in dB scale.

IV. FREQUENCY GAP FILLING

In this Section, we focus on filling the frequency gaps
among different ISDB-T/S channels. The problem of filling
spectral gaps has been addressed in the literature. For example,
auto-regressive (AR) based gap filling method is used in [38]
and Super-SVA based method is applied in [39], [40]. For
passive radar imaging with multiple DVB-T channels, [28]
and [41] have shown the effectiveness of Super-SVA, where
the spectral gaps are small compared with the useful signal
bandwidth. Therefore, in this paper, for ISDB-S based PBR,
which also enjoys small spectral gaps, as we can see in Fig.
5, Super-SVA will be applied. In the following sub-Section A,
the principle of Super-SVA will be briefly reviewed and then
be used for ISDB-S gaps filling for 1D range compression.

For three ISDB-T channels used in our study, their spectral
gaps are larger than the useful bandwidth, as we can see in
Fig. 2. Super-SVA based method is not effective in this case
[29]. For DVB-T based ISAR imaging, [29] has proposed a
compressive sensing based method to obtain the focused ISAR
image, and an inverse processing is conducted to estimate the
complete data in order to compare the result with conventional
matched filtering based method. However, for this method, the
gapped signal reconstruction quality is affected by the off-grid
problem that is introduced by the pre-defined sparsifying dic-
tionary (discrete Fourier transform matrix) when some specific
sparse recovery algorithms are adopted [31]. Therefore, in the
following sub-Section B, by exploiting the low-rank property
of the received signal, we will propose two MC based gap
filling methods without designing a sparsifying dictionary, for
both 1D range-compression and 2D SAR imaging.

A. Super-SVA for ISDB-S

Super-SVA is based on SVA [42], which is an algorithm
that can effectively suppress the sidelobes of Fourier trans-
form without broadening the mainlobe. Specifically, SVA is a
nonlinear operator based on the following “cosine on pedestal”
weighting function in frequency domain.

W0(m) = 1 + 2β cos(2πm/M), 0 ≤ β ≤ 0.5 (10)
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where m = 1, 2, ...,M is the frequency index, and M is
the number of frequencies in each ISDB-S channel (same as
the number of range bins of the range compression result of
each ISDB-S channel). With this weighting function, the range
compression for the n-th ISDB-S channel (n = 1, 2, ..., N and
N = 12) can be obtained by

χnSV A = ΦH
n [s′n(f)�W (f)] (11)

where s′n(f) is the frequency domain signal of the n-th ISDB-
S channel obtained by Fourier transform and inverse filtering.
Eq. (11) results in the following time domain signal

χnSV A(m) = β(m)χ′n(m− 1) + χ′n(m) + β(m)χ′n(m+ 1)
(12)

where χ′n is the range compression result of the n-th ISDB-S
channel. Without the constraint in (10), the optimal β(m) is
given by

βopt(m)=Re

[
−χ′n(m)

χ′n(m− 1) + χ′n(m+ 1)

]
(13)

Letting β(m) satisfy 0 ≤ β(m) ≤ 0.5, we can get the
following range compression result

χnSV A(m) = χ′n(m), βopt(m) < 0
χ′n(m) + [χ′n(m− 1) + χ′n(m+ 1)]/2, βopt(m) > 0.5
χ′n(m) + βopt(m)[χ′n(m− 1) + χ′n(m+ 1)], otherwise

(14)
With SVA filter, the mainlobe can be maintained while the

sidelobes are suppressed. Based on this property, Super-SVA
extrapolates the signal spectrum by the following steps:

1) Perform Fourier transform of χnSV A, giving us
snSV A(f)=Φnχ

n
SV A, which is no longer a band-

limited signal, where Φn is the Fourier transform matrix
for the n-th ISDB-S channel.

2) By applying an inverse weight Winv(f), which is the
inverse Fourier transform of the mainlobe of a Sinc
function, obtain the frequency signal snSuper−SV A(f) =
snSV A(f)/Winv(f), which has a wider bandwidth than
s′n(f). Of course, its bandwidth cannot be infinite be-
cause normally it should be truncated to avoid singular-
ities during the inverse processing. In our case, we will
only expand the spectrum to fill the gap between two
adjacent ISDB-S channels.

3) Replace the center portion of the extrapolated signal
snSuper−SV A(f) with the original signal s′n(f).

According to the principle of Super-SVA, for each ISDB-
S channel, the gapped signal can be reconstructed. Since
two adjacent channels have the same gapped frequencies, a
simple average will be conducted to make the estimation more
accurate. Fig. 14 shows the time delay estimation results with
and without filling frequency gaps by Super-SVA. It can be
learned that, since the spectrum becomes more continuous,
high-level artifacts are effectively suppressed.

Then, instead of facing both antennas to the CS satellite,
the feedhorn of the surveillance antenna is used to detect two

Fig. 14. Estimated time delays with and without using Super-SVA.

metallic plates, as shown in the top of Fig. 15. The detection
result is shown in the bottom of Fig. 15. As we can see, two
metallic plates can be well detected by the designed ISDB-
S based PBR system. Furthermore, by using Super-SVA to
reconstruct the spectral gapped signal, the artifacts of the
detection result is effectively suppressed.

Fig. 15. Detection of two metallic plates with ISDB-S signal, the feedhorn
of the surveillance antenna is used in this case to increase the beamwidth.

Furthermore, the surveillance antenna is sled on the po-
sitioner to detect three metallic plates located at different
positions, as shown in Fig. 16. The moving step is 5 mm
and the total sledding length is 1.4 m. We note that, although
the frequency drift between two COTS LNBs can be cor-
rected by the proposed method in the previous Section, their
initial phases at different antenna positions cannot be well
synchronized. In such a case, synthetic aperture processing
cannot be carried out to increase the cross-range resolution.
However, as shown in the top of Fig 17, because of the narrow
beamwidth of the surveillance antenna and the reflection
properties of the metallic plate (which depends on the incident
angle of the ISDB-S signal), the range and cross-range of
these three metallic plates can be well determined without
synthetic aperture processing but with only range compression
at each antenna position. To further improve the imaging
quality, Super-SVA is applied to fill the frequency gaps to
suppress the artifacts, whose result is shown in the bottom of
Fig. 17. It is clear that, with the reconstructed signal, the range
compression result becomes better. But, it should be noted that,
by synchronizing the phase of two LNBs and then using the
back projection (BP) algorithm [43], [44] to do the azimuth
focusing, the resolution of the imaging result in the azimuth
direction can be further improved, which is still under study.
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Fig. 16. Detection of three metallic plates with the surveillance antenna
sledded on the positioner with a 5 mm step.

Fig. 17. 2D imaging of three metallic plates with ISDB-S signal. Top: without
using Super-SVA. Bottom: using Super-SVA to fill frequency gaps.

B. MC for ISDB-T

MC algorithm is proposed to recover a low-rank matrix X
from its small set of corrupted entries. Define the observation
operation Y = PΩ(X) as

Yi,j =

{
Xi,j +Ni,j , (i, j) ∈ Ω

0, otherwise
(15)

where Ω is the set of indices of the partially observed elements
and N is the observation noise matrix.

When X is low-rank and some conditions are satisfied [34],
the unobserved elements of X can be estimated by solving the
following problem.

min rank(X) s.t.‖PΩ(Y −X)‖F ≤ ε (16)

where || · ||F denotes the Frobenius norm of a matrix and ε is
the noise level. Since (16) is NP-hard, a modified optimization
problem, which can give the same solution as (16) in some
conditions [34], is given by

min ‖X‖∗ s.t.‖PΩ(Y −X)‖F ≤ ε (17)

where ||·||∗ denotes the nuclear norm of a matrix, which is the
sum of its singular values. The nuclear norm minimization is
a convex function, which can be easier solved by many state-
of-the-art algorithms [35]. In this paper, inexact augmented
Lagrange multiplier (IALM) algorithm [45] is used for its
reconstruction accuracy and large-scale data processing effi-
ciency. For IALM algorithm, there are three inputs: the ob-
served data with entries corresponding to frequency gaps set to

zero, the tolerance for stopping tol, and the maximum iteration
number maxIter. For all experiments, we set tol = 10−2 and
maxIter = 100 empirically.

Compared to compressive sensing method, MC can be
used to reconstruct the missing data without designing an
accurate sparsifying dictionary, and thus has been used in
many radar applications, such as change detection, ISAR, and
tomography SAR [46]–[48]. We introduce MC algorithm to
ISDB-T based PBR to recover the signal corresponding to
the gapped frequencies. Consider the frequency domain signal
vector s′(f) in (9), given by

s′(f) = ssur(f)� sref (f)∗/|sref (f)|2

= α exp(−j2πfτ0)+n
(18)

and rearrange it as a matrix

S = α[e−j2πf1τ0 , ..., e−j2πfP τ0 ]T[1, ..., e−j2πf(Q−1)P τ0 ] +N
(19)

where τ0 = tsur − tref is the time delay between reference
and surveillance channels, the number of frequencies of f is
O, and QP = O.

It can be learned that S is a noise corrupted rank-one matrix,
while MC theory cannot directly be applied to recover the
missing data of S, which has fully missing columns/rows
caused by the continuous missing frequencies. However, by
rearranging the original signal matrix S as a matrix S0

hankel

with a Hankel structure [49], [50], MC theory can be applied
to estimate the gapped frequency components, expressed as

min ‖Shankel‖∗
s.t.
∥∥PhankelΩ (Shankel − S0

hankel)
∥∥
F
≤ εhankel

(20)

where εhankel denotes noise level, Shankel is the estimated
complete Hankel structured signal matrix, and PhankelΩ indi-
cates the positions of the frequencies within three useful ISDB-
T TV channels in a structured Hankel form. After obtaining
Shankel, matrix S and gap filled signal vector s′MC(f) can
be easily reconstructed. Then, the range compression can be
obtained by Fourier transform as

χMC = ΦHs′MC(f) (21)

We note that, in the formulation of the proposed method,
in order to make it correspond to the time delay estimation
experiments, it is assumed that there is only one time delay
between two channels. However, in real case where there are
multiple targets, Eq. (19) should be changed to

S =
∑I

i=1
αi[e

−j2πf1τi , ..., e−j2πfP τi ]T[1, ..., e−j2πf(Q−1)P τi ]

+N =
∑I

i=1
αiSi +N

(22)
Consequently, the rank of S is limited by

rank (S) = rank

(∑I

i=1
αiSi

)
≤
∑I

i=1
rank(Si) = I

(23)
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where αi is the amplitude of the i-th target, i = 1, 2, ..., I ,
and I is the target number. Therefore, if the number of targets
is less than P and Q, S still has the low rank property. And
thus, the frequency gaps can still be filled by (20).

With the MC based frequency gap filling method, the
estimated time delays are shown in Fig. 18, where the high-
level artifacts have been effectively mitigated compared with
the results shown in the top of Fig. 10.

Fig. 18. Estimated time delays between two antennas with gapped signal
reconstructed by the proposed MC based method.

Besides, as shown in (17) and (20), by solving the MC
problem with an iteration stopping criterion determined by
the noise level, denoising can be achieved because only the
low-rank components of the received signal are reconstructed.
Therefore, the MC based method can not only fill the spectral
gaps but also increase the SNR, as we can see from Fig.
18. More details about the denoising capability of MC can
be found in [34]. To further validate the proposed MC based
spectral gap filling method for ISDB-T signal, a high building
is used as the target, which is indicated by the rectangle in the
top of Fig. 19, where the designed PBR system is located at
the position indicated by the arrow, and the detection result is
shown in the bottom of Fig. 19. It can be seen that, the building
can be effectively detected, with a distance of about 175 m,
matching the measurement on georeferenced aerial pictures.
After reconstructing the gapped signal, the high-level artifacts
can be well suppressed.

Fig. 19. Building detection results with and without MC based gap filling.

Actually, the proposed MC based gap filling method can
also be used for ISDB-S signal. Using the same dataset

as Fig. 15, the detection results of two metallic plates are
shown in Fig. 20. Because of the huge memory usage and
computing time, in this case, we use a 10 µs integration time
in comparison with Fig. 15 with a 100 µs integration time. It
can be seen from Fig. 20 that, due to its denoising capability,
the proposed MC based method can achieve a better result
than the Super-SVA based method. However, considering the
computational efficiency, in practice, the Super-SVA based
method should be the first selection for ISDB-S signal.

Fig. 20. Detection of two metallic plates with ISDB-S signal by different
gap filling methods with an integration time of 10 µs.

Based on above studies, passive SAR experiments with
ISDB-T signal were conducted for 2D stationary target imag-
ing. In this case, the same building is used as the target and
two antennas are both fixed at the positioner to simplify the
imaging geometry, as shown in Fig. 21. The antenna moving
step is 10 cm and the synthetic aperture length is 2 m. At each
antenna position, the data sampling frequency is 2 GHz and
the integration time is 10 µs.

Fig. 21. Reference and surveillance antennas are both mounted on the rail.

At the l-th antenna position (xl, 0), the frequency domain
signal can be expressed as

sl
′(f) = slsur(f)� slref (f)∗/|slref (f)|2

=
∑I

i=1
αi exp(−j2πfτ li ) + nl

(24)

where τ li denotes the time delay between the i-th target and
the l-th antenna position. Then, the range compression can
be conducted by applying Fourier transform, giving χl′ =
ΦHsl

′(f). Finally, azimuth compression can be obtained by
applying BP algorithm, giving

α̃(r, θ) =
∑L

l=1
χl
′(2

√
(xl − r sin θ)

2
+ (r cos θ)

2
/c) (25)

where α̃(r, θ) is the estimated amplitude of the point at (r, θ),

and χl′(2
√

(xl − r sin θ)
2

+ (r cos θ)
2
/c) is calculated by the

linear interpolation process.
However, similar with the previous time delay estimation

case, directly conducting range compression with gapped fre-
quencies will cause high-level artifacts in the range direction,
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and thus in the focused image, as shown in Fig. 22. One
solution is to use the previously proposed MC based method to
recover the missing frequency components. However, it should
be noticed that, in such a case, the matrix reconstruction needs
to be performed at each antenna position separately, which is
time consuming, and the low rank property may not be well
satisfied when more targets are imaged because of the limited
signal matrix size. In the following, another MC based method
is formulated to simultaneously recover the gapped frequency
components for all antenna positions.

Fig. 22. Range profiles (top) and 2D focused image (bottom) of the high
building with a dynamic range of 20 dB.

When ri > 2(L0)2/λ (in our case, the target is at about
175 m, the aperture length L0 is 2 m, and the wavelength λ
is about 61 cm, therefore, this condition is well satisfied), the
time delay of the i-th target at (ri, θi) can be approximated
by τ li ' 2(ri − xl sin θi)/c, resulting in

S(o, l)

'
∑I

i=1
αie
−j2koriej4πxl sin θi/λej4π(o−O/2)∆fxl sin θi/c

+N(o, l)
(26)

where S is the received signal matrix, and ko = 2πfo/c is
the o-th wavenumber (o = 1, 2, ..., O). According to [51], if
4π(o−O/2)∆fxl sin θi/c ≤ π/2, the third exponential term
of (26) can be discarded. To satisfy this condition, we can
assume the following equation to be satisfied.

max {4π(o−O/2)∆fxl sin θi/c}

= 4π
B

2

L0

2c
=
π

2

L0

c/2B
≤ π

2
⇒ L

∆rmax
≤ 1

(27)

Since the maximal range resolution ∆rmax is 3.57 m and
the aperture length L0 is 2m, condition (27) can be satisfied.
Therefore, the third exponential term of the right side of (26)
is discarded in the following, giving the signal matrix as

SO×L ' AO×IΛI×IB
T
L×I

+NO×L (28)

where A = [a1, ...,aI ] with ai = [e−j2k1ri , ..., e−j2kOri ]T ,
B = [b1, ..., bI ] with bi = [ej4πx1 sin θi/λ, ..., ej4πxL sin θi/λ]T ,
Λ = diag{[α1, ..., αI ]}, and thus the rank of S is bounded by
rank(S) ≤ rank(ΛI×I) = I .

Then, the received signal matrix S can be rearranged
as a matrix S0

st with a two-fold Hankel structure [49],
[50]. According to the structured MC theory, rank(S0

st) ≤
rank(ΛI×I) = I . In such a case, the rank of S0

st is still
bounded by the number of targets, and the full columns/rows
missing problem of S disappears. Therefore, the gapped fre-
quency components can be estimated by solving the following
optimization problem.

min ‖Sst‖∗ s.t.
∥∥P stΩ (Sst − S0

st)
∥∥
F
≤ εst (29)

At last, rearranging the estimated structured matrix Sst to its
original form, we can get the spectral gap filled signal matrix
SMC , with which the focused SAR image can be obtain by
2D Fourier transform.

Λ̃MC = ΦH
1 SMCΦ

∗
2 (30)

where Φ1 is the Fourier transform matrix in range direction,
and Φ2 is the inverse Fourier transform matrix in azimuth
direction. According to the method presented above, SAR
image of the building is obtained as shown in the top of Fig. 23
with a dynamic range of 20 dB. After filling the frequency gaps
by the proposed method, we can effectively suppress the high-
level artifacts and improve the imaging quality compared with
Fig. 22, which is further validated in the bottom of Fig. 23.
We note that, for the result obtained by the proposed method,
the main lobe is slightly wider than that without gap filling.
This is caused by the intrinsic Fourier transform property of
the frequency gapped signal, not by the proposed method.

Fig. 23. Top: 2D focused image of the high building obtained by the proposed
spectral gap filling method. Bottom: Comparison between Fig. 23 and Fig.
22 in the range direction at −9◦.

Furthermore, compressive sensing based gap filling method
is used to obtain the focused SAR image of the building for
comparison purpose. Firstly, based on (28), the received signal
corresponding to the useful frequency bands can be written as

S0=ΘS ' (ΘA)ΛI×IB
T +N0 (31)

where Θ ∈ RNM×O with NM < O is the measurement
matrix corresponding to the useful frequency bands (there are
totally N useful bands and each band has M frequencies).
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Then, two sparsifying dictionaries Ψ1 and Ψ2 in range di-
rection and azimuth direction can be designed to express the
signal S0 as

S0 = (ΘΨ1)Λ0
CSΨ

T
2 +N0 (32)

where Ψ1 and Ψ2 are complete or over-complete discrete
Fourier transform matrices designed by discretizing the range
and angle domain. If Λ0

CS is sparse, it can be estimated by

Λ̃0
CS = min

∥∥Λ0
CS

∥∥
0

s.t.
∥∥S0 − (ΘΨ1)Λ0

CSΨ
T
2

∥∥
F
≤ εnoise

(33)

which can be solved by 2D OMP algorithm [52] or 2D SL0
algorithm [53]. According to [29], to compare the compressive
sensing based method with the conventional method, Λ̃0

CS is
used to obtain the gap filled signal as SCS = Ψ1Λ̃

0
CSΨ

T
2 .

Finally, similar to (30), the focused SAR image is achieved
by

Λ̃CS = ΦH
1 SCSΦ

∗
2 (34)

When a Fourier transform dictionary is used, which is just
the case considered in this paper, sparse recovery algorithms
that rely on the accuracy of best k-term approximations for
their performance guarantees, such as the basis pursuit algo-
rithm and the greedy algorithms (e.g., OMP algorithm), may
experience performance degradation due to the off-grid prob-
lem caused by the discretization, as shown in [31]. Specifically,
in reality, the target cannot be exactly located at the defined
range-angle grid (the so-called off-grid problem), resulting
in estimation errors in solving (33). As a consequence, the
performance of compressive sensing based gap filling method
will be degraded.

In the following, 2D OMP algorithm is used to solve (33) for
its efficiency, where the dictionary Ψ1 is a complete Fourier
transform matrix (with range interval same as the system range
resolution) and dictionary Ψ2 is an over-complete Fourier
transform matrix (with angle interval equaling to 2◦), giving
the result shown in the top of Fig. 24. A comparison is
performed with the result obtained by decreasing the cell
size in dictionary Ψ1 to 20 times smaller than the system
range resolution, which is shown in the middle of Fig. 24.
Their comparison in range direction at −9◦ is shown in the
bottom of Fig. 24. It can be seen that, with a complete range
dictionary, the estimated target range is not exactly consistent
with the result obtained without filling frequency gaps, which
demonstrates the influence of off-grid problem. By using an
over-complete range dictionary, the estimated target range
becomes more accurate. Therefore, it can be learned that, when
using compressive sensing based gaps filling method, extra
attention may be needed to account for the effects of off-
grid problem of the designed dictionaries. On the contrary,
for the proposed MC based method, no sparsifying dictionary
is required, which is its advantage.

At last, simulations have been conducted to evaluate the
proposed MC based frequency gap filling method with dif-
ferent SNR conditions, different target numbers, and different
useful frequency bands. The simulation parameters are almost

Fig. 24. 2D focused image of the high building obtained by compressive
sensing based method with (Top) a complete range dictionary and (Middle) an
over-complete range dictionary. Bottom: Comparison in the range direction.

same as that used in high building SAR imaging experiment,
except the integration time is changed to 4 µs to reduce the
running time, and the mean square error (MSE), defined as

MSE = ||Λ̃MC −Λref ||F /||Λref ||F (35)

is used as the evaluation index of the image quality, where
Λref is the reference SAR image obtained without frequency
gaps or additive white Gaussian noise (AWGN). For each
condition, simulations were repeated 50 times and the MSEs
were averaged. Firstly, similar to the high building imaging
case, a target located at (175 m, 0◦) is considered with different
SNR levels (from -15 dB to 15 dB with a 2.5 dB step). The
MSEs against different SNRs of the SAR images obtained
with and without filling frequency gaps are shown in Fig. 25.
It can be seen that, when the SNR is higher than -10 dB, by
filling gaps and denoising, the proposed method can perform
well and achieve smaller MSEs than the results obtained with
frequency gaps, especially after SNR becomes higher than -7.5
dB (where the MSEs with and without gaps filling are 0.156
and 0.830, respectively).

Fig. 25. MSEs against different SNR levels.

Secondly, the proposed method is evaluated with different
numbers of targets (from 1 to 10). The obtained MSEs against
target numbers are shown in Fig. 26, where the SNR is set to
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be 10 dB. Although better than the result without gap filling,
the performance of the proposed method degrades drastically
when there are more than 3 targets. It occurs because the
frequency gaps are not randomly distributed but located at
fixed positions; although the two-fold Hankel structure can
reduce the influence of full rows/columns missing problem, the
missing entries in the signal matrix S0

st are not randomly dis-
tributed. Therefore, the performance of the proposed method
will be degraded when the target number is increased, as
indicated by [50].

Fig. 26. MSEs against different target numbers.

Thirdly, to show the effect of available frequency bands
on the proposed method, one more channel is added, whose
central frequency is 485 MHz (previously, we were using three
channels with central frequencies 473, 497, and 509 MHz).
After adding this channel, the gapped bandwidth between
two adjacent channels becomes uniform and equivalent to the
bandwidth of one TV channel. In such a case, the obtained
MSE as a function of target number is shown in Fig. 27, where
the SNR is also 10 dB. Compared to Fig. 26, the proposed
method always perform well and almost does not degrade with
the increase of the target number up to 10. This is because,
when four channels are available, although missing entries in
the signal matrix S0

st are still not randomly distributed, the
number of missing entries is reduced, which can help to result
in a better performance.

Fig. 27. MSEs against different target numbers with one additional channel.

To summarize, the proposed MC based frequency gap
filling method can perform well in noisy conditions, especially
when SNR is higher than -7.5 dB. Although still works, the
performance of the proposed method may be degraded when
there are large number of targets in the imaged scene. Its
performance can be further improved by reducing the number
of missing entries, i.e. by employing more channels.

V. CONCLUSIONS

A passive bistatic radar (PBR) system using ISDB-T/S
digital TV signal with commercial-off-the-shelf hardware is
presented in this paper. The imaging capability of this system

is validated by various experiments with far-range and short-
range targets. Some practical issues of using ISDB-T/S as
illuminating sources for PBR application are highlighted.
Inverse filter is proved to be effective to reduce the influence of
signal structure on the range compression result, and frequency
drift correction of different low noise block down-converters
can help to increase the signal to noise ratio. Multiple ISDB-
T/S channels can be combined to increase the range resolution
while the high-level artifacts caused by the spectral gaps
should be well suppressed. Super spatially variant apodization
(SVA) based method and two low rank matrix completion
based methods are proposed to do so, which are validated
to be effective by 1D time delay estimation experiments, 2D
stationary target imaging experiments, and some evaluation
simulations. The proposed methods can also be used for other
passive radar imaging applications with different digital TV
standards, such as DVB-T/S and DMTB. For ISDB-S based
2D imaging, synthetic aperture processing in azimuth direction
cannot be conducted currently due to the non-synchronized
initial phases, which is one of the next research steps. Another
consideration is to increase the observation range by replacing
current surveillance antennas with dedicated antennas and
changing the data acquisition interface and platform. Po-
larization information might also be exploited for a better
understanding of the imaged targets.
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